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Abstract—Human–robot control interfaces have received increased attention during the last decades. These interfaces increasingly use signals coming directly from humans since there is a strong necessity for simple and natural control interfaces. In this paper, electromyographic (EMG) signals from the muscles of the human upper limb are used as the control interface between the user and a robot arm. A switching regime model is used to decode the EMG activity of 11 muscles to a continuous representation of arm motion in the 3-D space. The switching regime model is used to overcome the main difficulties of the EMG-based control systems, i.e., the nonlinearity of the relationship between the EMG recordings and the arm motion, as well as the nonstationarity of EMG signals with respect to time. The proposed interface allows the user to control in real time an anthropomorphic robot arm in the 3-D space. The efficiency of the method is assessed through real-time experiments of four persons performing random arm motions.

Index Terms—Electromyographic (EMG) control, neurorobotics, switching model.

I. INTRODUCTION

ROBOTS CAME TO light approximately 50 years ago. However, the way humans can interface with and finally control robots is still an important issue. The human–robot interface plays a role of the utmost significance, particularly since the use of robots is increasingly widening to everyday life tasks (e.g., service robots, robots for clinical applications). A large number of interfaces have been proposed in previous works [1]–[3]. Most of the previous developments propose complex mechanisms or systems of sensors, while, in most cases, the user should be trained to map his/her action (i.e., 3-D motion of a joystick or a haptic device) to the desired motion for the robot. In this paper, a new means of control interface is proposed, in which the user performs natural motions with his/her upper limb. Surface electrodes used for recording the electromyographic (EMG) activity of the muscles of the upper limb were placed on the user’s skin. The recorded muscle activity was transformed to kinematic variables that were used to control the robot arm. Since in this study, an anthropomorphic robot arm was used, the user did not have to be acquainted with the interface mapping since natural arm motions sufficed directly to control the robot arm.

EMG signals have often been used as control interfaces for robotic devices. However, since the musculoskeletal system is very complex and the relationship of the EMG signals and arm motion is highly nonlinear [4], in most cases, only discrete control has been realized, focusing only, for example, at the directional control of robotic wrists [5] or at the control of multifingered robot hands to a limited number of discrete postures [6]–[10]. Arm exoskeletons [11] and arm power amplifiers [12] have used EMG signals as control interface in the past. However, most of the previous works decode only finite arm or hand postures from EMG signals [13]. Controlling a robot by using only finite postures can cause many problems regarding smoothness of motion though, particularly in cases where the robot performs everyday life tasks. Moreover, from a teleoperation point of view, a small number of finite commands or postures can critically limit the areas of application. Therefore, effectively interfacing a robot arm with a human entails the necessity of continuous and smooth control. An artificial neural network was used in [14] to estimate the continuous motion of fingers using EMG signals from the muscles of the forearm. However, in this paper, only one degree of freedom (DoF) per finger was decoded, and individual finger motion was assumed, while the method could not incorporate changes in EMG signals with respect to time, caused by muscle fatigue or electrode impedance changes. Continuous models have been built in the past to decode arm motion from EMG signals. The Hill-based muscle model [15], whose mathematical formulation can be found in [4], is more frequently used in the literature [16], [17]. However, only a few DoFs were analyzed (i.e., 1 or 2) since the nonlinearity of the model equations and the large number of the unknown parameters for each muscle make the analysis rather difficult.

Similarly, musculoskeletal models have been analyzed in the past [18]–[20], focusing on a small number of muscles and actuated DoFs. A neural network model was used for extracting continuous arm motion in the past using EMG signals [21]; however, the movements analyzed were restricted to single-joint isometric motions. Similarly in [22], one DoF robot arm was controlled using EMG signals. Therefore, random arm motions were never sufficiently decoded through EMG signals for the scope of the EMG-based robot control.
An important factor that is present in the EMG-based controlled systems, although never been investigated until now, is the fact that EMG signals change with respect to time. These changes can be caused by muscle fatigue, changes in the level of muscle force production, sweat at the recording site, or small electrode movement with respect to its initial position [23]–[27]. However, all the algorithms that have been proposed use stationary models for translating EMG signals to motion. Therefore, time variation of EMG signals is not incorporated, making the aforementioned methods applicable only for short time periods.

In this paper, we propose a methodology for controlling an anthropomorphic robot arm using surface recordings from the muscles of the upper limb using a switching regime (SR) decoding model that is robust to time variation of EMG signals. Surface EMG electrodes were used to record from 11 muscles of the shoulder and the elbow. The system architecture was divided into two phases: the training and the real-time operation. During the training phase, the user was instructed to move his/her arm in random patterns with variable speed in the 3-D space. A position tracking system was used to record the arm motion during reaching, while EMG signals were recorded. Using the principal component analysis (PCA) method, the EMG recordings and the motion variables extracted from the position tracking system were represented in lower dimensional manifolds. Then, the low-dimensional embeddings of arm motion and EMG signals were used to train an SR decoding model. The switching variable of the proposed decoder was controlled through a Bayesian classifier of a set of time-varying EMG signal features, as well as the performed motion. As soon as the switching variable reached the threshold, a control law that utilized the decoder’s motion estimates was applied to the robot arm actuators. In this phase, the user could teleoperate the robot arm in real time, while he could correct any possible robot deviations since he had visual contact with the robot. The efficacy of the proposed method was assessed through a large number of experiments, during which the users controlled the robot arm in performing random movements in the 3-D space.

The rest of this paper is organized as follows: The proposed system architecture is analyzed in Section II, the experiments are reported in Section III, while Section IV concludes this paper.

II. METHODS

A. Background and Problem Definition

1) Data Acquisition and Processing: The motion of the upper limb in the 3-D space was analyzed, although the wrist joint was not included for simplicity. Therefore, the shoulder and elbow joints were of interest. Three rotational DoFs were used to model the shoulder joint and one rotational DoF for the elbow joint. For the training of the proposed system, the motion of the upper limb should be recorded, and joint trajectories should be extracted. Therefore, to record the motion and then to extract the joint angles of the four modeled DoFs, a magnetic position tracking system was used. The system was equipped with two position trackers and a reference system, with respect to which the 3-D position of the trackers was provided. To compute the four joint angles, one position tracker was placed at the user’s elbow joint and the other one at the wrist joint. The reference system was placed on the user’s shoulder. The setup, as well as the four modeled DoFs, is shown in Fig. 1. Let \( \mathbf{T}_1 = [x_1, y_1, z_1]^T \) and \( \mathbf{T}_2 = [x_2, y_2, z_2]^T \) be the position of the trackers with respect to the tracker reference system. Let \( q_1, q_2, q_3, \) and \( q_4 \) be the four joint angles modeled as shown in Fig. 1. Finally, by solving the inverse kinematic equations, the joint angles are given by

\[
\begin{align*}
q_1 &= \arctan2(\pm y_1, x_1) \\
q_2 &= \arctan2\left(\pm \sqrt{x_1^2 + y_1^2}, z_1\right) \\
q_3 &= \arctan2(\pm B_3, B_1) \\
q_4 &= \arctan2\left(\pm \frac{B_1}{\sqrt{B_1^2 + B_3^2}}, -B_2 - L_1\right)
\end{align*}
\]

where

\[
\begin{align*}
B_1 &= x_2 \cos(q_1) \cos(q_2) + y_2 \sin(q_1) \cos(q_2) - z_2 \sin(q_2) \\
B_2 &= -x_2 \cos(q_1) \sin(q_2) - y_2 \sin(q_1) \sin(q_2) - z_2 \cos(q_2) \\
B_3 &= -x_2 \sin(q_1) + y_2 \cos(q_1)
\end{align*}
\]

where \( L_1 \) is the length of the upper arm. The length of the upper arm can be computed from the distance of the first position tracker from the base reference system, i.e.,

\[
L_1 = ||\mathbf{T}_1|| = \sqrt{x_1^2 + y_1^2 + z_1^2}.
\]

Likewise, the length of the forearm \( L_2 \) can be computed from the distance between the two position trackers, i.e.,

\[
L_2 = \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2 + (z_2 - z_1)^2}.
\]

1Explicit time variation is meant here, i.e., during a course of arm movements, the same motions could result to different EMG signals.
One out of the multiple solutions given by (1) was selected for each joint angle at each time instance, based on the range of motion for each human joint; if that was not enough for solving the ambiguity, the solution selected was the one that was closer to the previous value computed.

The position tracking system provided the position vectors \( \mathbf{T}_1 \) and \( \mathbf{T}_2 \) at the frequency of 30 Hz. Using an antialiasing finite-impulse-response filter (low pass, order: 24, cutoff frequency: 100 Hz), these measurements were resampled at a frequency of 1 kHz to be consistent with the muscle activation sampling frequency.

EMG signals were recorded from 11 muscles that are mainly responsible for the analyzed motion: deltoid (anterior), deltoit (posterior), pectoral major, teres major, pectoralis major (clavicular head), trapezius, biceps brachii, brachialis, brachioradialis, and triceps brachii. Finally, surface bipolar EMG electrodes used for recording were placed on the user’s skin following the directions given in [28].

2) System Requirements: It is widely reported in the biomechanics literature that EMG signals are not stationary, in that some signal features vary with respect to time. In other words, EMG patterns for the same motion change with respect to time. The latter can be caused due to several reasons such as muscle fatigue, changes in the muscle contraction level, changes in electrode impedance, or changes in muscle recruitment. A robust method for decoding the EMG activity to motion should incorporate those changes in the signal space and appropriately adapt to those in real time. Moreover, the method should decode a continuous representation of motion to allow for its use in a robot control scheme. Finally, the decoding method should be easily trainable to each user since the musculoskeletal system, arm dynamics, and, consequently, EMG signals are different among subjects. Even within the same subject, repositioning the electrodes can require a new system training; therefore, the decoder architecture should be easy and fast enough in terms of training.

In the following, the proposed architecture will be presented, explicitly pointing out how the above requirements are met.

B. Time Variation of EMG

The time variation of EMG signals should be detected and analyzed in real time. After analyzing the data recorded during a training session, we computed a set of signal features that were observed to vary with respect to time, and after signal preprocessing, these signal features are listed below.

Integral of absolute value (IAV): The IAV of the EMG signal of one muscle was calculated by

\[
\text{IAV} = \frac{1}{M} \sum_{i=1}^{M} |e_i|
\]

where \( |e_i| \) was the absolute value of the \( i \)th sample, and \( M \) was the number of samples in each segment. A raw signal was digitized at the frequency of 1 kHz and partitioned in overlapping segments (i.e., time bins) of 100 ms. Therefore, \( M = 100 \), while since the bins were overlapping, the signal characteristic was computed at the same frequency with that of the acquisition (i.e., 1 kHz).

Zero crossing (ZC): ZC was the number of times that the signal passes the zero amplitude axis. It was calculated by

\[
\text{ZC} = \sum_{i=1}^{M} \text{sgn}(-e_i e_{i+1})
\]

where

\[
\text{sgn}(e) = \begin{cases} 1 & \text{if } e > 0 \\ 0 & \text{otherwise}. \end{cases}
\]

Variance (VAR): The variance was a measure of the signal power and was calculated by

\[
\text{VAR} = \frac{1}{M-1} \sum_{i=1}^{M} e_i^2.
\]

Median frequency (MDF): The MDF was the frequency at which the cumulative power spectrum of the recorded signal was divided into two parts of equal power. It was mathematically described by the following:

\[
\text{MDF} = \int_{0}^{\omega_{\text{MED}}} P(\omega)d\omega = \frac{1}{2} \int_{0}^{\omega} P(\omega)d\omega
\]

where \( P(\omega) \) was the power spectral density, and \( \omega \) was the frequency of the signal. In our case, the MDF was computed for \( 0 < \omega < 500 \text{ Hz} \).

The calculation of the previously defined signal features for the training period showed that there was significant variation in their values with respect to the experiment time. Similar behavior was reported in previous studies [29]–[31].

In the following, we will analyze the architecture of an SR decoding scheme that is able to estimate arm motion without being affected by the observed time-varying EMG-signal features.

C. SR Decoding Model

1) Data Preprocessing: During the training period, the EMG recordings from each muscle were preprocessed, i.e., full-wave-rectified, low-pass-filtered, and normalized to their maximum voluntary isometric contraction (MVC) value [4]. MVC values for all muscles were acquired using guidelines found in [28]. Adequate relax time (approximately 1 min) was provided to the users among the individual procedures for acquiring MVC values for each muscle. Then, linear dynamics were imposed to the resulted signals to model the neural-excitation dynamic behavior. The parameters for dynamic constants were taken from [4]. Afterward, the signals were represented into a low-dimensional space using the PCA algorithm. It was found that a 2-D space could represent most of the original high-dimensional data variance (more than 96%). The authors have used the dimensionality reduction for muscle activations in the past for planar movements of the arm [32]. Therefore, the details of the method application are omitted. Furthermore, the
dimensionality reduction technique will also be used for representing the arm motion in a low-dimensional space, revealing motion primitives that are extensively discussed in the literature [33], [34]. Therefore, by using the PCA algorithm, the analyzed four-DoF motion, described in joint angles (i.e., $q_1$, $q_2$, $q_3$, and $q_4$), was represented into a 2-D space. Indeed, it was found that most of the original data variance (97%) was represented using a 2-D space. It must be noted that representing a 4-D space into two dimensions did not affect the available workspace or the analyzed DoFs. The number of DoFs analyzed remained the same (i.e., 4), and the available arm workspace was always the 3-D space. Using the dimensionality reduction technique, the same variability was represented into another space, taking advantage of any underlying covariance, without losing any dimension of the original data. Moreover, it must be noted that the PCA method was chosen as the method that is the easiest to implement for data compression and dimensionality reduction [35]. Other methods could have been used (i.e., independent component analysis, factor analysis, etc.); however, for data compression, the PCA method is more computationally effective. Furthermore, the PCA method is based on the notion of Gaussian distributions around the principal axes, which was a characteristic that helped the consecutive analysis.

2) Decoding Model: Having represented the muscle activations and the performed joint kinematics into two low-dimensional spaces, one could then build a model that would use the EMG low-dimensional embeddings to estimate performed motion. It is quite obvious that from a physiological point of view, a model that would describe the function of the 11 muscle recordings, at time $t$, is originated from. 1, 2, 3 are time indexes. $U_t$, $x_t$, and $y_t$ are vectors as defined in (10), $i = 1, 2, 3, \ldots$. The bended arrow starting from $U_t$ represents the dependence of the hidden state vector $x_t$ to the input $U_t$. This dependence is represented through the matrix $B$ in (10). Similarly, matrix $A$ is represented by the straight arrow connecting $x_{t-1}$ and $x_t$, stating the dynamic behavior of the hidden state vector. Since the discrete switching variable $S$ is controlling which model of the form (10) is going to be used at each time instance, it affects both $x_t$ and $y_t$. The latter is represented by the arrows starting from $S_t$ and pointing to $x_t$ and $y_t$, respectively. Switching variable $S$ has no Markovian dynamics by definition (see Section II-C); therefore, no arrows connect $S_{t-1}$ with $S_t$, $i = 1, 2, 3, \ldots$

\[
\begin{align*}
    x_{t+1} &= Ax_t + Bu_t + v_t \\
    y_t &= Cx_t + v_t
\end{align*}
\]  

(10)

where $x_t \in \mathbb{R}^d$ is a hidden state vector, $d$ is the dimension of this vector, and $v_t$ and $v_t$ are the zero-mean Gaussian noise in process and observation equations, respectively, i.e., $v_t \sim N(0, \mathbf{W})$ and $v_t \sim N(0, \mathbf{Q})$, where $\mathbf{W} \in \mathbb{R}^d$ and $\mathbf{Q} \in \mathbb{R}^2$ are the covariance matrices of $v_t$ and $v_t$, respectively. Matrices $A_{d \times d}$, $B_{d \times 2}$, and $C_{2 \times d}$ represented the dynamics of the hidden states, the relation between the low-D embeddings of muscle activation and the hidden state dynamics, and the relation of the hidden states to the output variables of the model, respectively. Details on the model structure can be found in [32]. The authors have used this kind of model in decoding EMG activity to motion in the past. However, the motion was restricted to a plane, using a small set of muscles, while the testing period was limited; thus, changes in the time-varying characteristics of EMG signals did not affect the decoder’s accuracy. In this paper, the motion of the arm was extended to the 3-D space, while the time variation of EMG signals was incorporated in the decoder. The latter is discussed below.

Our goal was to model the probabilistic relationship between the low-dimensional embeddings of muscle activations and the motion of the upper limb. To that end, we exploited an SR model that is illustrated in Fig. 2. In contrast to a simple linear decoding model of the form (10), the SR model introduces a discrete “switching” variable $S$, which corresponds to a set of models of the form (10). This switching variable took values from 1 to $N$, where $N$ is the number of the models. Therefore, if $S = k$, $k = 1, \ldots, N$, it means that the $k$th model was used for decoding. The main reasoning was that the observations (i.e., the EMG signals) and their relationship with arm motion may be described by different models represented by this switching variable. Those different models can represent, in a stochastic way, the relationship between the EMG signals and the arm motion, in various different situations, i.e., variation of EMG signals with respect to time due to muscle fatigue, sweat, electrode movement with respect to its initial position, etc.

In previous works on SR models [36], the switching variable $S$ had Markovian dynamics, and the probability of each variable $P(S_m = k)$, $k = 1, \ldots, N$ at each time instance $m$, affected the result. In our case, we introduced a winner-take-all rule, which actually selects one out of the $N$ models to use at each time instance $m$, based on the probability of the switching variable $S$, $P(S_m = k)$, $k = 1, \ldots, N$. Therefore, the $j$th model was selected if

\[
    j = \arg\max_{k=1}^{N} P(S_m = k) .
\]

(11)

Moreover, we defined that the switching variable $S$ has no dynamics, i.e., $P(S_m = a_1 | S_{m-1} = a_2) = P(S_m = a_1)$.
Let $f^{(i)}$ be the set of the possible classes for muscle $i$ as defined above, i.e.,

$$f^{(i)} = \left\{ f_1^{(i)}, f_2^{(i)}, \ldots, f_{g_i}^{(i)} \right\} \quad (13)$$

where $g_i$ is the number of the possible classes for muscle $i$. To decide the class for the muscle at each time instance $m$, according to the measured feature vector $F_m^{(i)}$, we computed the conditional probability of the muscle being at the class $f_j^{(i)}$, $j = 1, \ldots, g_i$, given the feature vector $F_m^{(i)}$, i.e.,

$$P \left( f_j^{(i)} | F_m^{(i)} \right) \quad \text{for } j = 1, \ldots, g_i \quad (14)$$

This was done by using the Bayes theorem [38], which, in our case, was described by the following:

$$p \left( F_m^{(i)} | f_j^{(i)} \right) = \frac{p \left( F_m^{(i)} \right) P \left( f_j^{(i)} | F_m^{(i)} \right)}{p \left( F_m^{(i)} \right)} , \quad j = 1, \ldots, g_i \quad (15)$$

where $p(F_m^{(i)} | f_j^{(i)})$ is the probability density function (pdf) of the feature vector $F_m^{(i)}$ given the class $f_j^{(i)}$, $P(f_j^{(i)})$ is the prior probability of the class being $f_j^{(i)}$, and

$$p \left( F_m^{(i)} \right) = \sum_{j=1}^{g_i} p \left( F_m^{(i)} | f_j^{(i)} \right) P \left( f_j^{(i)} \right) \quad (16)$$

is the evidence factor that can be considered as a scale factor that guarantees that the posterior probabilities sum to one. The $g_i$ classes for each muscle $i$ are considered equally likely to happen, i.e.,

$$P \left( f_1^{(i)} \right) = P \left( f_2^{(i)} \right) = \cdots = P \left( f_{g_i}^{(i)} \right) \quad (17)$$

and since

$$\sum_{r=1}^{g_i} P \left( f_r^{(i)} \right) = 1 \quad (18)$$

it is

$$P \left( f_1^{(i)} \right) = P \left( f_2^{(i)} \right) = \cdots = P \left( f_{g_i}^{(i)} \right) = \frac{1}{g_i} \quad (19)$$

To decide the class of the muscle $i$ at each time instance $m$, related to the recorded time-varying signal features, we used (15) to compute the probability of being at the class $f_j^{(i)}$ for each $j$, $j = 1, \ldots, g_i$, given the feature vector $F_m^{(i)}$. Then, the class with the largest probability was assigned for muscle $i$. This is done at every time step $m$ using the new feature vector $F_m^{(i)}$. However, the pdf of the feature vector $F_m^{(i)}$ given the class $f_j^{(i)}$, i.e., $p(F_m^{(i)} | f_j^{(i)})$, the so-called likelihood term, had to be computed. This was achieved by using the data collected through the training period. Since there was no specific relation between the coefficients of the feature vector, a flexible method of modeling, called finite mixture models, was used.

Finite mixtures of distributions provide a mathematical-based approach to the statistical modeling of a wide variety of random phenomena [39]. In our case, where more than

\[ a_1, a_2, \ldots = 1, \ldots, N. \] This means that one model was used at each time, instead of a weighted sum of all the models [36], [37]. Moreover, the model used at each time instance was not affected by the selection of the model used in the previous time instance. Introducing dynamics in the switching variable has been argued to cause delayed switching among the models [36], which, in our case, can cause erroneous arm motion estimates.

**D. EMG Time Variation and Switching Decoding**

To incorporate in the decoding scheme the EMG signal variation, we related the switching variable $S$ with the time-varying EMG signal features analyzed in Section II-B. However, EMG signal features are not only time-dependent but also related with the performed motion. Therefore, a feature vector $F$ was defined, which included the four aforementioned signal characteristics that were computed at each time bin for each muscle and the motion variables of the arm. As motion variables, the angular velocities $\dot{q}_w$, $w = 1, \ldots, 4$, were used since it was shown from the data recordings that their dependence on the EMG signal features was stronger than the dependence of the joint angles.\(^2\) Joint angular velocities were computed by the time differentiation of the joint angles computed from (1). The feature vector $F$ of each muscle $i$, at each time instance $m$, was given by

$$F_m^{(i)} = \begin{bmatrix} IAV_{m}^{(i)} & ZC_{m}^{(i)} & VAR_{m}^{(i)} & MDF_{m}^{(i)} & \ldots & \dot{q}_1m & \dot{q}_2m & \dot{q}_3m & \dot{q}_4m \end{bmatrix}^T$$

where time instances $m$ and $m - 1$ are 1 ms away and correspond to the time instances that the signal features are computed, as defined in Section II-B.\(^3\)

Since motion profiles were incorporated in our analysis, the training session included a large range of motion variability. Thus, the user was instructed to move his arm to all the possible ranges of motion for the shoulder and the elbow at various speeds.

As noted previously, we wanted to incorporate the time variation of the EMG signals in the decoding scheme. For this reason, we related the regime switching characteristic with the feature vector describing the time variation of the EMG signal features and the corresponding arm motion. In other words, we related the switching variable $S$ with a Bayesian classifier applied on the feature vector $F_m^{(i)}$ for each muscle $i$. The Bayesian classifier defined separate classes for each muscle, and then based on these classes, the decision about the switching variable $S$ was made.

\(^2\)Joint accelerations were also computed to investigate their correlation with EMG signal features. However, acceleration measurements were highly noisy due to double differentiation, while strong correlation with EMG signal features was not observed.

\(^3\)Since the computation of the MDF requires a fast Fourier transform, which has high computational cost, a new MDF value is essentially computed every 100 ms. This value is used at the feature vector $F_m^{(i)}$ for 100 times (i.e., until a new one is computed) without loss of generality since MDF is not expected to vary significantly in a period of 100 ms.
one component (i.e., features) is to be modeled, which is not independent, a multivariate mixture model was used. Moreover, a common assumption, in practice, is to take the component densities to be Gaussian. Therefore, a multivariate Gaussian mixture model (GMM) was used for modeling the multivariate density of the feature vector $\mathbf{F}_{m}^{(i)}$. Let $\mathbf{F}_{m}^{(i)}$ be the observed feature vector of muscle $i$ at time instance $m$ during the training procedure. The pdf of this can be modeled using a GMM that is defined by

$$p \left( \mathbf{F}_{m}^{(i)} \right) = \sum_{h=1}^{g_i} \pi_h \phi_h \left( \mathbf{F}_{m}^{(i)}, \mu_h, \Sigma_h \right)$$

(20)

where $\phi_h \left( \mathbf{F}_{m}^{(i)}, \mu_h, \Sigma_h \right)$ represents a multivariate Gaussian density function with $\mu_h$ as the mean vector, $\Sigma_h$ is the respective covariance matrix, and $\pi = [\pi_1 \ldots \pi_{g_i}]^T$ is the vector of mixing proportions of the mixture, which sum to one i.e.,

$$\sum_{h=1}^{g_i} \pi_h = 1.$$  

(21)

Using the training data collected, the parameters of the GMM, i.e., $\pi$, $\mu$, and $\Sigma$, were fitted using the expectation-minimization algorithm [39]. The number of the Gaussian components $g_i$ was determined by using the Akaike criterion, which is a widely used measure of goodness of fit of an estimated statistical model. For further information, the reader should refer to [40].

In our case, the mixture components were used for clustering the signal characteristics into the aforementioned classes. This was done once the mixture models had been fitted using probabilistic clustering of the data into $g_i$ clusters that were obtained in terms of the fitted posterior probabilities of component membership for the data. An outright assignment of the data into $g_i$ clusters was achieved by assigning each data point to the component that had the highest posterior probability of belonging to. For this purpose, we let $r(\mathbf{F}_{m}^{(i)})$ denote an allocation rule for assigning the feature vector $\mathbf{F}_{m}^{(i)}$ to one of the components of the mixture model, where $r(\mathbf{F}_{m}^{(i)}) = l$ implies that the observation was assigned to the $l$th component ($l = 1, \ldots, g_i$). The optimal or Bayes rule $r_B(\mathbf{F}_{m}^{(i)})$ for the allocation of $\mathbf{F}_{m}^{(i)}$ was defined by

$$r_B \left( \mathbf{F}_{m}^{(i)} \right) = l \text{ if } \psi_l \left( \mathbf{F}_{m}^{(i)} \right) \geq \psi_h \left( \mathbf{F}_{m}^{(i)} \right) \quad h = 1, \ldots, g_i$$

(22)

where $\psi_l(\mathbf{F}_{m}^{(i)})$ is the posterior probability that the entity belongs to the $l$th component with $\mathbf{F}_{m}^{(i)}$ having been observed on it, and it was given by

$$\psi_l \left( \mathbf{F}_{m}^{(i)} \right) = \Pr \left\{ \text{entity } \in l \text{th component} | \mathbf{F}_{m}^{(i)} \right\}$$

$$= \frac{\pi_l \phi_l \left( \mathbf{F}_{m}^{(i)} \right)}{\sum_{h=1}^{g_i} \pi_h \phi_h \left( \mathbf{F}_{m}^{(i)} \right)}.$$  

(23)

Relating the classes corresponding to the time variations of EMG signal characteristics to the $g$ clusters is straightforward. That is why the same notation $g_i$ was used from the start, regarding the number of classes and the number of mixture components of the GMM fitted to the pdf of the muscle $i$.

Therefore, from the aforementioned analysis and after the training period, the class related to the recorded time-varying signal features was assigned to each muscle $i$ at each time instance $m$ using (15). For each muscle $i$, the feature vector $\mathbf{F}_{m}^{(i)}$ is computed. Then, for each of the classes $j, j = 1, \ldots, g_i$, the conditional probability of the muscle belonging to the class $f_{(j)}^{(i)}$, given in (14), can be computed using (15), where

$$p \left( \mathbf{F}_{m}^{(i)} | f_{(j)}^{(i)} \right) = \sum_{h=1}^{g_i} \pi_h \phi_h \left( \mathbf{F}_{m}^{(i)}, \mu_h, \Sigma_h \right)$$

$$P \left( f_{(j)}^{(i)} \right) = P \left( f_{(1)}^{(i)} \right) = \cdots = P \left( f_{(g_i)}^{(i)} \right) = \frac{1}{g_i}$$

(24)

To this point, the probability of each muscle $i$ belonging to each of the possible $g_i$ classes at each time instance $m$, i.e., $P(f_{(j)}^{(i)} | \mathbf{F}_{m}^{(i)})$, was computed. Therefore, since muscle classification is considered independent among the muscles, the resulting probability of each class describing all the muscles, at a given time instance $m$, is given by the product of the probabilities of this class for all the muscles. Moreover, since the classification of the muscles will essentially control the switching of the SR model introduced above, we defined the following:

$$P(S_m = j) = \prod_{i=1}^{11} P \left( f_{(j)}^{(i)} | \mathbf{F}_{m}^{(i)} \right), \quad j = 1, \ldots, g_i$$

(25)

which equalized the probability of the switching variable $S$ of the SR model previously defined, with the probability of each class describing all the muscles. In other words, if a class $j$ had a large probability of describing most of the muscles, then the probability of the switching variable $S$ taking the value $j$, i.e., $P(S_m = j)$, would be large too. Consequently, by using rule (11), the final model $j$ was selected to be used for decoding. It must be noted, that, this way, the number $N$ of the possible values for the switching variable $S$ is now defined equal to the number of the classes $g_i$, of each muscle $i$, which are also defined to be the same across the 11 muscles. This assumption does not affect anything presented so far since the final number of models used in the SR model is now directly controlled by the classification of the pdf of the EMG-signal feature distribution, which perfectly coincides with the rationale of using the SR model, i.e., the description of EMG-to-motion relation, in different situations, caused by the time variation of the EMG signal features. This resulted to a robust decoding

---

4Each muscle classification regarding the time-varying features of their activation is considered independent since not all muscles contribute equally to all motions. Therefore, there could be muscles which develop fatigue (or any other phenomenon that causes signal feature change) in different time instances than other muscles. Consequently, we assume independence across muscles, regarding their time-varying signal feature classification.
method, the accuracy of which was not affected by the changes of
EMG time-varying characteristics. The analyzed architecture
was then used to control the 3-D motion of a robot arm in real
time using only EMG recordings.

E. Robot Control

A seven-DoF anthropomorphic robot arm (PA-10, Mitsubishi
Heavy Industries) is used. Only four DoFs of the robot are
actuated (joints of the shoulder and the elbow), while the others
are kept fixed at zero position via electromechanical brakes.
The arm is horizontally mounted to mimic the human arm. The
robot motors were torque controlled. To control the robot arm
using the desired joint angle vector \( \mathbf{q}_d \), an inverse dynamic
controller was used, defined by

\[
\tau = I(\mathbf{q}_r)(\dot{\mathbf{q}}_d + \mathbf{K}_v \dot{\mathbf{e}} + \mathbf{K}_p \mathbf{e}) + \mathbf{G}(\mathbf{q}_r) + \mathbf{C}(\mathbf{q}_r, \dot{\mathbf{q}}_d) + \mathbf{F}_r(\mathbf{q}_r)
\]

(26)

where \( \tau = [\tau_1 \ \tau_2 \ \tau_3 \ \tau_4]^T \) is the vector of robot joint
forces, \( \mathbf{q}_r = [q_{1r} \ q_{2r} \ q_{3r} \ q_{4r}]^T \) are the robot joint
angles, \( \mathbf{K}_v \) and \( \mathbf{K}_p \) are the gain matrices, and \( \mathbf{e} \) is the error vector
between the desired and the robot joint angles, i.e.,

\[
\mathbf{e} = [q_{1d} - q_{1r} \ q_{2d} - q_{2r} \ q_{3d} - q_{3r} \ q_{4d} - q_{4r}]^T.
\]

(27)

I, \ G, \ C, and \( \mathbf{F}_r \) are the inertia tensor, the gravity vector, the
Coriolis-centrifugal matrix, and the joint friction vector of the
four actuated robot links and joints, respectively, identified in
[41]. Vector \( \mathbf{q}_d \) corresponds to the desired angular acceleration
vector that was computed through simple differentiation of the
desired joint angle \( \mathbf{q}_d = [q_{1d} \ q_{2d} \ q_{3d} \ q_{4d}]^T \) using a
necessary low-pass filter to cut off high frequencies.

By using the above controller, the robot arm was teleoperated
by the user in joint space, i.e., robot joint angles mimic human-decoded joint angles. However, since the robot’s and user’s
links have different length, the direct control in joint space
would lead the robot end-effector to a different position in
space than that desired by the user. Consequently, the user’s
hand position was computed by using the estimated joint angles
and then commands the robot to position its end-effector at
this point in the 3-D space. This was realized by using the
forward kinematics of the human arm to compute the user’s
hand position and then solving the inverse kinematics for the
robot arm to drive its end-effector to the same pose in the 3-D
space. If \( \mathbf{p}_d \), the pose vector, was computed from the human
arm forward kinematics, then the desired joint angle \( \mathbf{q}_d \) was
computed via the robot inverse kinematics [42], as depicted
in Fig. 3.

F. Discussion and Rationale on the Decoding Architecture

The human musculoskeletal system and, consequently, the
motor control system are highly nonlinear [4]. Moreover, since
an EMG signal corresponds to muscle force, the relation
between EMG recordings and arm motion is also nonlinear.

However, an analytic model of the musculoskeletal system,
including the analyzed four DoFs of the arm, would be very
complex, with a large number of unknown parameters to be
identified. This would result to a model that would be very
sensitive to the training paradigms, while it would entail a
highly computational effort, making it impractical for real-
time applications. By choosing linear techniques (i.e., the PCA
method) and linear models with hidden states as in (10), we
modeled the relationship between EMG and arm motion from
a stochastic point of view. This enabled us to use well-known
and computational effective techniques, resulting in a practical,
efficient, and easily used method for controlling robotic devices
using EMG signals. Furthermore, if EMG-controlled systems
are to be widely used for rehabilitation or medical reasons, there
is a need for a simple, easily trainable, and robust system.

As it was observed, there were significant EMG signal fea-
tures that were changing during the experiment. These changes
prohibited the use of a stationary model for decoding since this
could result to erroneous arm motion estimates. A switching
decoding model was developed that could compensate for
the changes in the EMG signal level and, finally, accurately
estimate the arm motion. The SR architecture introduced above
allowed the switching between different decoding models that
could map the relationship between EMG signals and motion,
incorporating EMG signal features that changed along the
experiment. In Section II-G, the proposed model performance
was assessed through an adequate number of experiments, with
different subjects. Moreover, a comparison with other models
from the literature that can decode a continuous representation
of motion using EMG signals will be presented.

G. Experimental and Verification Procedures

The proposed architecture was assessed through remote tele-
operation of the robot arm using only EMG signals from the 11
muscles as analyzed above. The robot arm used was a seven-
DoF anthropomorphic manipulator (PA-10, Mitsubishi Heavy
Industries). Two PCs were used, running a Linux operating
system. One of the PCs communicated with the robot controller
through the ARCNET protocol in the frequency of 500 Hz,
while the other acquired the EMG signals and the position
tracker measurements (during the training phase). The two PCs
were connected through serial communication (RS-232) inter-
face for synchronization purposes. EMG signals were acquired

\[ \text{The vector of joint angles decoded from EMG signals.} \]
using a signal acquisition board (NI-DAQ 6036E, National Instruments) connected to an EMG system (Bagnoli-16, Delsys Inc.). Single differential surface EMG electrodes (DE-2.1, Delsys Inc.) were used. The position tracking system (Isotrak II, Polhemus Inc.) used during the training phase was connected with the PC through serial communication interface (RS-232). The size of the position sensors is 2.83 (width) × 2.29 (length) × 1.51 (height) cm.

During the training phase, the user was instructed to move his arm to random positions in the 3-D space, with variable speed, to cover a wide range of the arm workspace. The 3-D position of the user’s hand during this session, along with the distribution of the arm velocity, is shown in Fig. 4. As it can be seen, the user was moving his hand in a large portion of the available workspace, with speed varying inside the range of arm speed profiles for everyday-life tasks (i.e., 150°/s–200°/s for most joints) [43]. The frequency spectrum of the hand velocity is also shown to prove that the user was performing arm motions that spanned most of the usual frequency range of arm motions in everyday-life tasks (i.e., 1–1.5 Hz) [43]. The training phase has no resting periods. The duration of the training phase was decided at 4 min since, after that period, the user wanted to rest his arm. Moreover, during the real-time operation, a possible user would not be able to teleoperate the robot arm in the 3-D space for more than 4 min without a resting period. Regarding the computational cost of the model training, it took approximately 3 min in a PC with a 2.1-MHz Core Duo processor and 2-GB RAM. The training code was implemented using MATLAB (Mathworks Inc.).

As soon as the training period ended and the proposed switching model was trained, the real-time operation phase commenced. During this phase, the user had visual contact with the robot arm while teleoperating it in the 3-D space. Only EMG signals were used for estimating arm motion and, finally, controlling in real time the robot arm. The position tracking system was kept into place for a few experiments, only for offline validation purposes. Five experimental sessions were conducted using each subject, with each session lasting for 3.5 min. Real and estimated motion data were recorded during these sessions for evaluating the model performance. The real joint angle profiles were computed from the position tracker sensors, which were kept in place (i.e., on the user’s arm) for offline validation reasons. Using the kinematic equations, we computed the estimated hand trajectory in the 3-D space using the estimated joint angles. This phase could have as many resting periods as desired by the user; however, it was noticed that, usually, the user was resting his arm after approximately 3 min of operation. The system was tested by four able-bodied persons, who found it convenient and accurate, while they were easily acquainted with its operation. All experimental procedures were conducted under a protocol approved by the National Technical University of Athens Institutional Review Board.

The proposed methodology was compared with other models used in the literature for decoding a continuous representation of motion using EMG signals. The linear filter method, widely used in the literature for decoding motion using neural signals [44], was used. The support vector machine (SVM) method...
was also used [7], [45], [46]. The experimental data used for model comparison were the same within the models and were collected through experimental sessions in which four male subjects (age group 24–30 years old) participated. Two criteria were used for assessing the accuracy of the reconstruction of human motion using the decoding models. These were the root-mean-square error (RMSE) and the correlation coefficient (CC). The latter describes essentially the similarity between the reconstructed and the true motion profiles and constitutes the most common means of reconstruction assessment for decoding purposes. Perfect matching between the estimated and the true angles corresponds to \( CC = 1 \).

The estimated user’s hand 3-D trajectory along with the ground truth, for an experimental session with one of the subjects, is depicted in Fig. 5. As it can be seen, the method could estimate the hand trajectory with high accuracy, compensating for EMG changes with respect to time. The latter is shown in Fig. 5, where the estimates based on a stationary decoding model of the same form of (10), which did not compensate for EMG time variation, are shown.\(^6\) As it can be seen, using a stationary model, the accuracy of the estimates decreases with time due to time variation of EMG signals. The motion presented in Fig. 5 was continuous without any resting periods. This was chosen to show that the method proposed was able to estimate the upper limb motion, even after EMG changes caused mainly by, but not limited to, muscle fatigue. Most users were not able to move their arms for longer periods without resting. However, the method was able to provide accurate motion estimates for long periods (including resting intervals).

Table I includes the values of the CC and the RMSE for the 3-D hand trajectory estimates coming from the switching model, the stationary model, and the other two methods used, i.e., the linear filter and the SVM algorithm. As it can be seen, the SR model was highly accurate in predicting arm motion, and it outperformed the other methods. The accuracy of the four compared methods in estimating arm motion with respect to time is shown in Fig. 6. The CC and RMSE criterion values for the Cartesian position of the user’s hand in the 3-D space were calculated at each time interval of 30 s.\(^7\) Data within the corresponding 30-s interval were only used. Mean and standard deviation values are calculated for the five experimental sessions across the four subjects participated. As it can be seen, the proposed SR model was able to robustly estimate the user’s motion, while the other three models showed deteriorating accuracy with respect to time.

From the above analysis of the results, it turns out that the method could be used for the real-time control of robots using EMG signals, for long periods, compensating for the EMG changes with respect to time. Finally, it must be noted that during real-time operation, the evaluation time required by the system to process the data was negligible since it was only a small portion of 1 ms that each loop of acquiring and processing EMG signals lasts.

\(^6\)The motion estimates shown using a stationary model were computed using only the first model of the switching architecture, i.e., not allowing the model change with respect to time. Using a single model fitted to the whole training period and using this model instead could be another solution. However, the latter was proved to be less accurate in estimating motion than the first model of the switching architecture depicted.

\(^7\)The distance of the user’s hand with respect to the origin of the Cartesian reference system was used, instead of each coordinate separately, for simplicity.

<table>
<thead>
<tr>
<th>Decoding model</th>
<th>( CC_x )</th>
<th>( CC_y )</th>
<th>( CC_z )</th>
<th>( RMSE_x ) (cm)</th>
<th>( RMSE_y ) (cm)</th>
<th>( RMSE_z ) (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR model</td>
<td>0.94 ± 0.02</td>
<td>0.95 ± 0.02</td>
<td>0.92 ± 0.02</td>
<td>2.34 ± 0.5</td>
<td>1.98 ± 0.3</td>
<td>2.12 ± 0.3</td>
</tr>
<tr>
<td>Stationary model</td>
<td>0.84 ± 0.02</td>
<td>0.80 ± 0.04</td>
<td>0.79 ± 0.05</td>
<td>4.12 ± 0.9</td>
<td>4.30 ± 0.8</td>
<td>5.94 ± 1.1</td>
</tr>
<tr>
<td>Linear Filter</td>
<td>0.82 ± 0.04</td>
<td>0.83 ± 0.05</td>
<td>0.84 ± 0.04</td>
<td>6.39 ± 3.2</td>
<td>7.30 ± 4.4</td>
<td>5.94 ± 2.1</td>
</tr>
<tr>
<td>SVM</td>
<td>0.80 ± 0.07</td>
<td>0.82 ± 0.05</td>
<td>0.81 ± 0.06</td>
<td>3.82 ± 0.6</td>
<td>3.30 ± 0.7</td>
<td>4.14 ± 0.6</td>
</tr>
</tbody>
</table>

**Fig. 6.** CC and RMSE values (mean and standard deviations) for the estimated user’s hand position in the Cartesian space with respect to time using the four models. Real and estimated distance of the user’s hand with respect to the origin of the Cartesian reference system was used for computing the criterion values.
the upper limb has been proposed. EMG signals recorded from muscles of the upper limb have been used for extracting kinematic variables (i.e., joint angles) to control an anthropomorphic robot arm in real time. Activations from 11 muscles have been used to estimate the motion of four DoFs of the user’s arm during motion tasks in the 3-D space. EMG signal characteristic changes are usually noticed after a period of approximately 30 s of operation [23]. For this reason, a probabilistic framework has been designed to assign to each of the muscles recorded a class related to the recorded time-varying signal features. Then, an SR model has been built in such a way to compensate for the EMG changes. The proposed method has been tested in several real-time teleoperation tasks of a robot arm in the 3-D space by four different subjects. It has been shown from the experimental results that the proposed method could estimate the human arm motion using only EMG signals with high accuracy. The method proved to be robust to EMG signal characteristic variation, while it outperformed other widely used algorithms.

The novelty of the method proposed here can be centered around two main issues. First, the proposed method is not affected by EMG changes with respect to time. Since EMG is widely known as a nonstationary signal, the fact that the proposed method can compensate for EMG changes through time (caused by muscle fatigue or changes in the level of muscle force production) is quite important for the field. The second important issue presented here is that, to the best of our knowledge, this is the first time a continuous profile of 3-D arm motion (including four DoFs) is extracted using only EMG signals. Most previous works extract only discrete information about motion, while there are some works that estimate continuous arm motion, constrained, however, to isometric movements, single DoF, or very smooth motions [14], [21], [22]. In this paper, the method was tested for random motions in the 3-D space, with variable speed profiles.

Moreover, this study proposes a methodology that can be easily trained to each user and takes a little time to build the decoding model, while the computational load during real-time operation is negligible. In other words, the purpose of this study was to introduce a method for mapping EMG activity to motion that can be easily trained and used in a variety of applications. However, the authors do not propose a method that can be trained in a specific situation and generalizable to other ones that significantly differ. For example, significant changes in human arm dynamics, e.g., by having the user holding a heavy object, would require a new training session of the model to be able to decode motion in an efficient way. However, the method proposed is quite systematic and easy to apply in such situations, with low-computational cost.

It must be noted that the analysis of muscle fatigue or other muscle functions that cause changes into the electromyogram, from a physiological point of view, is out of the scope of this paper. However, the effects that these functions have on the EMG signals have been analyzed and mathematically incorporated into the proposed architecture to result to a robust system for EMG-based motion decoding.

With the use of EMG signals and robotic devices in the area of rehabilitation receiving increased attention during the last years, our method could be proved beneficial. Moreover, the proposed method can be used in a variety of applications, where an efficient human–robot interface is required. For example, prosthetic or orthotic robotic devices mainly driven by user-generated signals can be benefitted by the proposed method, concluding to a user-friendly and effective control interface.
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